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Abstract 

In this paper, we consider a spoken question answering (QA) 

task, in which the questions are in form of speech, while the 

knowledge source for answers are the webpages (in text) over 

the Internet to be accessed by an information retrieval engine. 

Because the recognition results for the spoken questions are 

less reliable, we use N-best lists in order to have higher 

probabilities to induce more correct keywords for the questions, 

but more noisy words are inevitably included as well. We 

therefore propose a hierarchical labeling method using tree-

structured conditional random fields (CRF) to leverage the 

parse tree information or the syntactic structure obtained from 

the N-best-lists of the spoken questions, such that the queries 

for information retrieval can be better formulated. In addition, 

because queries formulated from the N-best results naturally 

generate more noisy information, we further propose to use 

two-layer random walk for re-ranking the retrieved webpages 

to produce better documents containing answers. Initial 

experiments performed on a set of question answering pairs 

collected from quiz shows in Mandarin Chinese verified that 

improved performance was achievable with the proposed 

approaches. 

Index Terms: conditional random fields, question answering, 

query formulation, random walk. 

1. Introduction 

Most approaches of factoid question answering (QA) [1] tasks 

are based on information retrieval [2, 3, 4, 5, 6]. Fig.1 shows 

the flowchart of such approaches. The input questions 

(transcribed by ASR if spoken) are first processed so as to 

formulate the queries based on the key terms to be used in 

retrieving relevant documents or webpages from the Internet or 

a predefined knowledge source. This approach also needs to 

detect the answer type [7] out of the questions, such as whether 

the questions are asking for “location”, “numeric” or “entity”, 

to find the answers from the passages in the retrieved 

documents or webpages better matched to the desired answer 

type. In this paper, we focus on the query formulation, 

documents retrieval and re-ranking part. To leverage phrases to 

formulate more meaningful queries and to cope with the less 

reliable transcriptions, we propose to use tree-structured 

conditional random fields (CRF) for query formulation [8, 9, 

10], and two-layer random walk for re-ranking and selecting 

better webpages for the questions. 

In order to find the proper queries from the questions, 

sequential labeling is usually applied to decide whether a word 

(or a phrase) in the question should be considered as query. 

Hidden Markov models (HMM) [11] and linear-chain 

conditional random fields (CRF) [12, 13] have been widely 

used for this purpose, in which the word sequence of the 

question is used as a sequential input, and the label sequence of 

whether each word (or phrase) should be taken as query is the 

sequential output. This query formulation problem becomes 

much more challenging for spoken questions with less reliable 

transcriptions. In addition, there may be a problem because that 

some words have the clear meanings, while the phrases 

combing these words may have the different meanings. We 

therefore propose to consider N-best transcriptions, take words 

or phrases rather than words alone as the unit to formulate the 

queries, and use tree-structured conditional random fields (CRF) 

[14, 15, 16, 17, 18] with parse trees [19, 20, 21, 22, 23] to 

leverage the syntactic structures and phrases for this purpose.  

In addition, the webpages retrieved by queries formulated 

with transcriptions of the spoken questions can be very noisy. 

We therefore propose to use two-layer random walk [24, 25] to 

re-rank and then select webpages better matched to the spoken 

questions. Through score propagation over the two graphs on 

the two different layers, webpages retrieved with incorrect 

words or phrases may lose their scores, while the scores for 

those retrieved with correct and important words or phrases 

may be increased. 

Below section Ⅱpresents query formulation using tree-

structured CRF with parse tree structure, while section Ⅲ 

illustrates the way two-layer random walk can be used to re-

rank the very noisy webpages retrieved with queries from N-

best transcriptions. Section Ⅳ then demonstrates the 

experimental setup and results. 

2. Query Formulation 

Sequential labeling is used here to jointly formulate the queries 

and detect the answer type related words from the N-best 

transcriptions of the spoken questions. Three labels are used: 

query term, answer term, and background term. Query term is 

the word or phrase that we intent to use in the query to retrieve 

webpages carrying the answer to the question. Those terms 

labeled as queries are cascaded with “space” as separator to 

form the new queries. Answer term is the word that reveals the 

answer type to be used as cues to identify the answer from the 

retrieved webpages. Background term is the one not important. 

CRF is an undirected graphical model suitable for sequential 

labeling work, and have been widely applied on this type of 

tasks. In the following we present the basic linear-chain CRF, 

 
Figure 1: The flowchart of a spoken question answering system 

based on information retrieval 



the proposed tree-structured CRF with parse trees, and the 

features used in tree-structured CRF.  

2.1. Linear-chain conditional random fields (CRF) 

The widely used linear-chain CRF [12, 13] has nodes in 

sequential order as in Fig.2(a). Each    here is an input 

observation represented by a feature vector and    is the 

corresponding output label for   . The CRF model is to 

maximize the conditional probability        as in (1): 

       
 

    
∏        

   ,   (1) 

where        is the feature function describing the 

relationships between all labels in the sequence   and all 

observations in the sequence, and      is the normalization 

term. We can further decompose (1) into (2): 
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where             is the feature vector related to the 

neighboring labels,          is the feature vector representing 

the relationships between the observations and labels, and    

and     are the parameters to be learned from the training data. 

2.2. Tree-structured conditional random fields (CRF) 

Linear-chain CRF is not able to model the relationships with 

hierarchical structure in some tasks. Tree-structured CRF [14, 

15, 16, 17, 18] was therefore proposed to solve this problem as 

in Fig.2(b). Let   
  and   

  be the parent node and child node of 

   respectively. All the parent-child pairs are considered here in 

order to model the hierarchical information, and the objective 

function (2) is reformulated into (3) for tree-structured CRF: 
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, where   (     
    

 )  is the feature vector regarding parent-

child relationships,          is the feature vector accounting 

for relationships between the labels   and the observations  , 

and    and    are the parameters to be learned. The parameters 

   and    can be solved by the Quasi-Newton method such as 

the L-BFGS algorithm [26], and the decoding of the tree-

structured CRF can be achieved by dynamic programming. 

2.3. Mapping parse trees to tree-structured CRF 

the N-best transcriptions for the spoken questions may include 

recognition errors and noisy words, while a good parser can 

very often transform them into parse trees based on context-

free grammar considering the syntactic structures of the word 

sequences as in Fig.2(c). The root node of the tree represents 

the whole word sequence, while the leaves are all single words. 

The other nodes illustrate how the word sequence is segmented 

into smaller syntactic parts hierarchically and thus these nodes 

denote the phrases with both syntactic and semantic meaning. It 

is therefore natural to map the nodes in the parse tree in Fig.2(c) 

to the nodes in the tree-structured CRF in Fig.2(b). As a result, 

each node in the tree-structured CRF can represent either a 

word or a phrase, and the tree-structured CRF can be trained 

and used accordingly. 

2.4. Features used in tree-structured CRF 

Here we present the different types of features used in the tree-

structured CRF. 

2.4.1. Semantic features  

It has been known for long that important words (which tend to 

be keywords used in queries) usually appear in sentences on 

small numbers of topics; therefore, topic analysis is useful for 

the purpose here. Latent dirichlet allocation (LDA) [27] was 

used in this work for topic analysis. With LDA, for each word 

   we can inference the topic distribution          , where 

k {1, …, K},    is a topic and K is the total number of topics. 

We then use the latent topic entropy (LTE) [28] as in (4) to 

evaluate how a word is concentrated on only a few topics: 

         ∑                     
 
   . (4) 

Larger value of LTE(   ) implies    is more uniformly 

distributed over all topics and therefore very possibly it is not a 

keyword. Latent topic significance (LTS) [28] is the measure of 

how significant a word    is in a topic    as in (5): 

           
∑                     

∑  (     )                
,  (5) 

where    denotes a document in the document set   considered, 

         the occurrence counts of a word    in   . This is 

actually the ratio of within-topic term frequency to out-of-topic 

term frequency. Higher value of LTS(     ) also implies    is 

more likely to be a key word. For each phrase we computed the 

mean, minimum and maximum LTE(   ) and LTS(      ) 

values of the components words as features. 

2.4.2. Parse tree information 

From the parse trees, ordered and well-structured probabilistic 

context-free grammar information regarding the input word 

sequence can be obtained, including the part-of-speech (POS) 

tags and semantic roles [29] such as “head”, “quantity” and 

“time”, etc. With the semantic role information, the 

  

Figure 2: The structures of CRFs: (a) Linear-chain CRF (b)Tree-structured CRF (c) Parse tree of a question. 
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relationships between constituents may be extracted, and 

sometimes such relationships represent the core semantic 

meaning of the word sequence. In the work here, both POS tags 

and semantic roles of each word or phrase and those of their 

parents and children in the tree are used as features.  

2.4.3. Search engine log data 

If a word or a phrase frequently appears in the query logs, we 

can be more confident that it is important and it can be used as 

a query; otherwise it may be less important or not a good query. 

As a result, we take the occurrence counts of a word or a phrase 

in the query logs to be a feature parameter. We used Sogou 

search engine click-through log data collected by Sogou.com 

for this purpose, which contains about 10 M search logs 

requested by users in three months.  

2.4.4. Web-related features 

Wikipedia is the free encyclopedia that all users can edit the 

content and add entries. The titles in the Wikipedia can be 

considered as publicly acceptable or significant words or 

phrases. Consequently, we used these titles as a list, and check 

whether a word or a phrase exists in this list. The data set we 

used included about 0.7M titles (in Chinese) in the Wikipedia. 

2.4.5. Knowledge graph features 

E-HowNet [30, 31] is a taxonomy of Chinese words and it 

contains the knowledge graph of words in a tree structure built 

by Academia Sinica. From E-Hownet, we can easily find out 

synonyms describing similar concepts and the relationships 

with broader or narrower terms. For example, under the node 

“human” we can find “mathematician”, “doctor”, “woman”, etc. 

We manually select six primary nodes in E-HowNet and take 

all the sub-nodes under these six nodes to construct term list of 

the specific categories. If a word or a phrase includes words in 

the lists, the value of this feature is 1, and 0 otherwise. 

2.4.6. Other features 

 TF-IDF: for each word, we calculated the TF-IDF 

features; while for each phrase we computed the mean, 

minimum and maximum TF-IDF values of the 

component words as features. 

 Phrase length: number of Chinese characters or English 

words in the phrase. The phrase length of the parent and 

child nodes is also included. 

 ASR confidence score: For each N-best transcription, the 

confidence score from language and acoustic models is 

an important feature. If the confidence score for a word 

sequence is too low, the word sequence is likely to be 

wrong and thus no queries should be extracted. 

 Question words: if the phrase contains specific question 

words, such as “who”, “which” or “where”, the value of 

this feature is 1, and 0 otherwise. This question words set 

is human-defined and is composed of 9 elements. 

 Distance from the nearest question word: the number of 

steps needed across the parse tree for traversing from one 

to another.  

3. Re-ranking for Webpage Selection Using 

Two-layer Random Walk 

Because the webpages are retrieved using the queries generated 

from N-best transcriptions of the spoken question, they are 

naturally very noisy and need to be re-ranked and selected. In 

this paper, we propose to use two-layer random walk [24, 25] 

to enhance the scores for the webpages retrieved. The basic 

idea for score enhancement using random walk is as follows. 

For a set of objects each with a score, a graph can be 

constructed with nodes (one node for each object) and edges 

representing the similarity among these nodes. Because 

strongly connected (very similar) nodes should have similar 

scores, the scores of the objects are thus propagated and 

smoothed over the graph, and enhanced accordingly. For the 

problems here, we have two different types of objects closely 

related, the N-best transcriptions and the webpages retrieved; 

therefore, two-layer random walk can be used to achieve it. 

For each spoken question, we build a two-layer graph for 

re-ranking the scores of all webpages retrieved as shown in 

Fig.3. This includes an upper layer graph R (N-best layer) for 

the N-best transcriptions of the question, in which each N-best 

transcription    is a node     R); and a lower layer P 

(webpages layer) for all webpages retrieved, in which each 

webpage    is a node     P). Let   
   

 be the vector of scores 

of all N-best transcriptions    on the upper layer R at the t-th 

iteration, and   
   

 be the vector of the scores of all webpages    

on the lower layer P at the t-th iteration. Let     and     

respectively be the edge matrices within the layers R and P, and 

    and     represent the edge matrices between two layers R 

and P. The entries in the edge matrices     and     within 

each layer are the cosine similarity between the unigram 

vectors using OKAPI/BM25 [32] for the corresponding    and 

  . The entries in the edge matrices     and     across the 

layers are simply 1.0 if the corresponding    was retrieved with 

the queries extracted from   , and 0.0 otherwise. The score 

propagation over the two-layer graphs is then as in (6): 

{
  

     
         

   
      

      
   

  
     

         
   

      
      

   
, (6) 

where   
   

 and   
   

 are the initial score vectors defined in (6-1) 

and (6-2), and   in is the interpolation weight belonging to the 

initial scores and those propagated from other nodes or the 

other layer.: 

   

   
                      ⁄               (6-1) 
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,              (6-2) 

where          is the rank of the webpage    returned by the 

search engine,           is the order in the N-best 

transcriptions from which the query retrieving    was extracted, 

and              is the number of webpages which can be 

 
Figure 3: Two-layer random walk framework for 

 webpages re-ranking 



retrieved by hard matching with the queries of    . Accordingly, 

the initial scores of the webpages depend on the ranking during 

retrieval and the order in the N-best transcriptions; besides, if  

query extracted from an N-best transcription    cannot find any 

webpage exactly matched, very possibly    includes some 

recognition errors and the value of    

   
 is reduced to 0.01. It is 

also noted that all the score vectors   
   

,   
   

 and edge matrices 

   ,    ,     and      are normalized. By iteratively updating 

the scores   
   

 and   
   

 with (6), the scores of objects on each 

layer can be reinforced by the scores of objects on the other 

layer. When the score updating converges at iteration T 

(  
     

   
   

,   
     

   
   

), a better set of scores for the 

webpages (  
   

) can be obtained. 

The score propagation within each layer and between the 

two layers automatically enhances the scores of the webpages 

in various ways. For example, if a webpage is retrieved by 

multiple N-best transcriptions, it is more likely to contain the 

answer so its score should be increased; meanwhile, if the 

content of a webpage has higher similarity with such webpages 

with high confidence, it is more likely to contain the answer too. 

Moreover, if an N-best transcription retrieves more webpages 

with higher scores, very possibly it is a more accurate 

transcription, thus we are more confident with the webpages it 

retrieves. On the other hand, if a webpage is isolated or only 

weakly connected (low similarity) with other webpages, very 

possibly it does not include the answer. Similarly, if an N-best 

transcription retrieves only webpages with lower scores, it may 

include more recognition errors. All these considerations are 

automatically taken into account in the two-layer random walk 

in (6). The retrieved webpages can be finally ranked by the 

converged scores   
   

, from which we can more likely to find 

the answer to the question. 

4. Experiments 

4.1. Experimental setup 

The corpus used in this research included 189 question-answer 

pairs collected from Chinese quiz shows, in which the answers 

to the questions are restricted to three types: “human”, “city” 

and “country”. The spoken questions were produced by a single 

speaker with a total length of about 58 minutes. ASR gave 

12.19% word error rate (WER) and 59.26% sentence error rate 

(SER) for one-best results and N-best transcriptions were 

provided. The words and phrases were extracted from the parse 

tree and those playing the roles of queries or answer words 

were labeled for each question. We divided this corpus into 3 

folds (63 question-answer pairs for each fold for cross-

validation). In each trial, 2 folds (126 pairs) were used as 

training data and the remaining for testing. All questions were 

pre-processed by the Chinese word segmentation and parse tree 

system [22, 23, 33, 34] developed by the CKIP team of 

Academia Sinica.  

We used the precision (P) and mean average precision 

(MAP) on top 3, 5 and 10 returned search results from Google 

Search to measure whether the answers of the questions 

appeared in these webpages. Higher values in these scores 

imply better question answering systems may be possible. 

4.2. Experimental results 

In Table.1, precision and MAP results of top 3, 5 and 10 

retrieved webpages from Google Search based on manual 

transcriptions (left half) and 5-best ASR results (right half) are 

listed. In both cases columns (a) shows the results using linear-

chain CRF and the columns (b) with the proposed tree-

structured CRF. For ASR results on the right, the 5-best 

transcriptions were used to construct 5 parse trees, with which a 

forest-structured CRF was used in query formulation. The 

results in the table were measured on webpages retrieved by all 

the queries extracted by the forest-structured CRF on the 5-best 

transcriptions. We can observe that tree-structured CRF 

obviously outperformed linear-chain CRF for query 

formulation for both manual transcriptions and 5-best ASR 

results (column (b) vs (a)). Therefore, using the phrases in the 

query formulation considering the parse tree information was 

helpful at least for the corpus considered. 

Table.2 compares the precision and MAP on top 3,5,10 

webpages with only one-best ASR transcription (column (b)), 

5-best transcriptions (column (c)), both without random walk, 

and those with 5-best transcriptions plus two-layer random 

walk (column (d)). Column (a) is the results using the whole 5-

best ASR transcriptions (without any query extraction 

technique) as queries to retrieve webpages, and it can be 

regarded as the lower bound. Column (c) is exactly the right-

most column of Table.1, and we see 5-best was mostly better 

than one-best (column (c) vs (b)). Column (d) verified that the 

two-layer random walk provided significant improvements 

over other approaches. 

5. Conclusions 

In this paper, we proposed two new approaches for spoken 

question answering. This includes leveraging the parse tree 

information in tree-structured CRF to extract better queries to 

retrieve webpages through search engine, and using two-layer 

random walk for re-ranking webpages in order to cope with the 

noisy the N-best transcriptions. The experimental results reveal 

improved performance over the baseline approaches. 

Table 1. Precision (P) and mean average precision (MAP) of top 

3, 5, and 10 returned webpages on manual transcriptions (left) 

and  5-best ASR results (right), using linear-chain and tree-

structured CRF without random walk. 

 Manual Transcription ASR (5-best) 

 
(a) Linear 

CRF 

(b) Tree 

structured 

CRF 

(a) Linear 

CRF 

(b) Tree 

structured 

CRF 
P@3 0.7362 0.7653 0.4746 0.5138 
P@5 0.7221 0.7417 0.4558 0.4793 

P@10   0.6669 0.6746 0.4266 0.4333 

MAP@3 0.8326 0.8448 0.5716 0.6053 
MAP@5 0.8128 0.8392 0.5656 0.5968 

MAP@10 0.7832 0.8117 0.5388 0.5636 

 

Table 2. Results of re-ranking the webpages using two-

layered random walk 

 
(a) whole 

sentence 

(b) One-

best 

(c) 5-

best 

(d) Re-

ranking 

P@3 0.4330 0.5021 0.5138 0.5183 

P@5 0.4125 0.4770 0.4793 0.5013 

P@10 0.3867 0.4367 0.4333 0.4721 

MAP@3 0.5153 0.6099 0.6053 0.6239 

MAP@5 0.5227 0.5956 0.5968 0.6103 

MAP@10 0.5110 0.5631 0.5636 0.5764 
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